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Abstract 
This study aimed to propose an artificial neural networks, in fixed time, for the construction of the delay constrained 

multicast tree. These neural networks are composed mainly of two kinds of neurons: linear and threshold neurons, 

which are easier to implement in a specialized hardware. Multicast routing consists of transmitting information from 

a single source to multiple destinations, using the network resources very effectively, and respecting several 

constraints, such as delay, cost, bandwidth or other. To guarantee an optimal diffusion, it is necessary to determine a 

tree that connects the source node to all destination nodes minimizing the use of resources. Our approach for solving 

this problem differs from the conventional approach used in the field of neural networks. Our primary concern is 

how to organize neurons into a network so that it can solve a specific problem, with an emphasis on fully utilizing 

the massive parallelism property offered by neural networks.  
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     Introduction 
Multicast routing is to transmit simultaneously a 

message from a single source to multiple 

destinations, subject to minimizing the network 

resources employed, and satisfying a set of 

constraints required by the multicast applications. In 

recent years, this type of routing has attracted the 

attention of several researchers, because of the fast 

emerging of multimedia applications such as file 

sharing, interactive games, videoconferencing.... 

 

In graph theory, the problem of multicast routing is 

called the constrained Steiner tree problem, and is an 

NP-complete problem [1][2][3].The constrained 

Steiner problem is to find a Steiner tree that connects 

the source node to all destinations nodes, such as his 

cost is minimal and the total delay from the source 

node to any destination node must be smaller than or 

equal to a given positive number Δ. 

 

Several algorithms are proposed in the literature to 

solve routing problem. Chow [4] and Salama et al [5] 

proposed two exact algorithms for implementing 

multicast routing, but they are not viable in very large 

networks, because of their high degree of 

computational complexity. Heuristics proposed by 

Kompella et al [6], Widyono [7], Parsa et al [8] are 

the famous methods used to solve multicast routing 

problem, because they construct a feasible solution 

within reasonable time. Many metaheuristics are also 

proposed to solve this problem: genetic algorithms 

(Wang et al [9], Tseng et al [10], Lu et al [11]), tabu 

search (Youssef et al [12]), ant colony optimization 

(Tseng et al [13], Wang et al [14], Yin et al [15]). 

 

Neural networks are also proposed to solve the 

multicast routing problem, because of the important 

property of parallelism that they offer. Rauch and 

Winarske [16] proposed a modification of the neural 

networks traveling Salesman algorithm to solve 

routing problem. In 1982, Hopfield presented the 

Hopfield Neural Networks [17], since then, many 

researchers have been exploring HNNs.  Pornavalai 

et al [18] proposed a modification of HNNs to solve 

constrained multicast routing, but Gee and Prager 

[19] demonstrated that they are not efficient in large 

networks. Nozawa [20] and Jain et al [21] proposed a 

modification of HNNs by adding other properties]. Li 

and Wang [22] proposed the transiently chaotic 

neural networks to this problem. 

 

In this paper, we propose a construction of neural 

networks to solve multicast routing problem in fixed 

time. For this, we will use only two kinds of neurons: 

linear and threshold-logic neurons, which are 

commonly used in neural networks applications 

[23][24][25][26]. 

 

This paper is organized as follows: section 2 will give 

a formal definition of the problem of multicast 

routing, section 3 will present the algorithm for the 
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construction of the multicast tree, and in section 4 we 

will propose an implementation of this algorithm by 

neural networks in fixed time. 

 
Problèm formulation 
The communication network is modeled as an 

undirected graph G= (V, E, c, d), where                 V 

={𝑣1, 𝑣2 … 𝑣𝑁} is a set of vertices, and E is a set of 

edges, 𝐸∁ {{𝑣𝑖, 𝑣𝑗} \𝑣𝑖 ∈ 𝑉, 𝑣𝑗 ∈ 𝑉, 𝑣𝑖 ≠ 𝑣𝑗 , 𝑁 }. 

𝑐: 𝐸 → 𝐼𝑅+
∗  is a cost function, which associate to any 

edge e a real positive number c(e). 𝑑: 𝐸 → 𝐼𝑅+
∗  is a 

delay function, which associate to any edge e real 

positive number d(e) .The cost may measure the 

monetary utilization or the degree of congestion, and 

the delay measures the time required to transmit a 

peace of information through this edge.  We denote 

by s the source node, S the destination nodes, and M 

the multicast group i.e. 𝑀 = {𝑠 ∪ 𝑆}. 

 

A path in a graph G is a sequence of vertices 

𝑢1, 𝑢2, … 𝑢𝑃 such that for all  𝑘 ∈
{1,2, … , 𝑝}, {𝑢𝑘, 𝑢𝑘+1} ∈ 𝐸.The cost of a path from 

𝑢1 to 𝑢𝑝 is equal to ∑ 𝑐({𝑢𝑘, 𝑢𝑘+1})𝑝−1
𝑘=1 , and its  delay 

is equal to ∑ 𝑑({𝑢𝑘, 𝑢𝑘+1})𝑝−1
𝑘=1  .A loop is a 

path 𝑢1, 𝑢2, … 𝑢𝑃, such that 𝑢1 = 𝑢𝑝.A path is simple 

if all the vertices on the path are distinct. A shortest 

path that connects 𝑢1 to 𝑢𝑃 is a path from 𝑢1 𝑡𝑜 𝑢𝑃 

whose cost is minimal among all possible paths from 

𝑢1to 𝑢𝑃. G is a connected graph if and only if there is 

a path from any vertex 𝑣𝑖 to any other vertex 𝑣𝑗 in the 

graph.A spanning tree of G is a connected graph of 

G, without loop, that spans V, such as the removal of 

any edge make it disconnected. The minimal 

spanning tree of G is a spanning tree of G whose cost 

is minimal among all possible spanning trees. 

 

The minimal Steiner tree for G and M is a minimal 

tree in G that spans M and possibly other vertices. 

The  adjacency matrix A of G is a means of 

representing which vertices of G are adjacent to 

which other vertices; in other words:                            

𝐴 = (𝑎𝑖𝑗) is a booleen matrix ,where 1≤i,j≤N  and: 

𝑎𝑖𝑗 = {
1                𝑖𝑓 (𝑣𝑖, 𝑣𝑖)𝜖𝐸
0               𝑜𝑡ℎ𝑒𝑟𝑤ℎ𝑖𝑠𝑒

                       (1) 

 

The problem of multicast routing in multimedia is to 

determine a Steiner tree that connects the source node 

to all destination nodes, such that the total cost of this 

tree is minimal ,and the total delay is smaller than or 

equal to Δ, where Δ can be any positive real number. 

The Steiner problem is an NP-complete problem. 

In this article, we will consider a graph G with N 

vertices, numbered from 1 to N, and the cost and the 

delay of each edge are positive, i.e. c (e)> 0 and d 

(e)> 0  . By analogy with the adjacency matrix, G can 

be represented by two square matrices whose 

coefficients correspond to the costs and the delays of 

the edges. We denote by 𝐶 = (𝑐𝑖𝑗) and 𝐷 = (𝑑𝑖𝑗) 

where    1 ≤ 𝑖 ≤ 𝑁 𝑎𝑛𝑑 1 ≤ 𝑗 ≤ 𝑁 respectiveley the 

cost and the delay matrices defined by  

𝑐𝑖𝑗 = {
𝑐( (𝑣𝑖, 𝑣𝑖))                𝑖𝑓(𝑣𝑖, 𝑣𝑖)𝜖𝐸
0                                 𝑜𝑡ℎ𝑒𝑟𝑤ℎ𝑖𝑠𝑒

              (2)                    

     𝑑𝑖𝑗 = {𝑑( (𝑣𝑖, 𝑣𝑖))               𝑖𝑓(𝑣𝑖, 𝑣𝑖)𝜖𝐸

0                                 𝑜𝑡ℎ𝑒𝑟𝑤ℎ𝑖𝑠𝑒
              (3) 

 

Description of algorithm for the multicast 

tree 
In this section, we describe all the steps of the 

algorithm for multicast tree, which is based on the 

mathematical model. This algorithm has as input the 

graph G that models the network and the multicast 

group M, and the output will be the multicast tree T. 

[Inputs: G (V, E, c, d), the multicast group M 

Output: multicast tree T] 

 

Step 1: For each edge e ∈  V, dress a list of all edges 

adjacent to e sorted in ascending order. 

We consider that 𝑒𝑖 > 𝑒𝑗 if and only if:  

{
𝑐( 𝑒𝑖) > 𝑐( 𝑒𝑗) 𝑜𝑟

 𝑐( 𝑒𝑖) = 𝑐( 𝑒𝑗) 𝑎𝑛𝑑 𝑑( 𝑒𝑖) > 𝑑( 𝑒𝑗)
 

Step 2: Initialize the tree T with edge s.  

Step 3:  Remove s from all lists.  

Step 4: Where M is not entirely included in T, then:  

Repeat  

ethe nearer edge to T 

TT+e 

Remove e from all lists. 

 

Neural network for multicast routing: 
In this section, our main concern is how to implement 

the proposed algorithm directly in specialized 

hardware, by neural networks in fixed time. 

We will consider in the following that the 

cost and the delay of an edge are denoted respectively 

by:   c(𝑒𝑖)= 𝑋𝑖 and d(𝑒𝑖)= 𝑌𝑖. 

A-Neurons used: 

Two kinds of neurons are employed to implement our 

networks: the linear and the threshold-logic neurons, 

with only integer weights (most of the weights being 

just +1 or -1) and integer threshold. They both 

assume the well-known linear sum neuron model and 

differ only in their activation functions: one employs 

the linear activation function and the other the 

threshold-logic activation function. Their schematic 
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representations are shown in Fig.1 where y is the 

output. 

 

 
Fig 1: (a) the threshold-logic neuron (b) the linear 

neuron 

y is the output of both neurons, such that: 

𝑦 = 𝜑(∑ 𝑤𝑖𝑥𝑖 − 𝜃)𝑛
𝑖=1                             (4) 

Where: 𝜑: the activation function   

            𝜃 : the external threshold 

            𝑤𝑖  : are the synaptic weights or strengths. 

            𝑥𝑖: are the inputs, (i=1, 2, … ,n). 

The threshold-logic neuron model uses only 

the binary function. In this model, a weighted sum of 

all inputs is compared with a threshold𝜃. 

𝑦 = 𝜑𝑇(∑ 𝑤𝑖𝑥𝑖 − 𝜃)𝑛
𝑖=1 = {

1      𝑖𝑓 ∑ 𝑤𝑖𝑥𝑖 ≥ 𝜃𝑛
𝑖=1

0                𝑜𝑡ℎ𝑒𝑟𝑤ℎ𝑖𝑠𝑒
(5)             

The linear neuron model uses the linear 

activation function; the output y is given by:  

𝑦 = 𝜑𝐿(∑ 𝑤𝑖𝑥𝑖 − 𝜃)𝑛
𝑖=1 = ∑ 𝑤𝑖𝑥𝑖 − 𝜃𝑛

𝑖=1             (6) 

Now that we have defined these two types of 

neurons, we will explain the way in which they are 

organized within the networks. 

 

B. Somme basic functions:  

In this subsection, we will introduce some basic 

functions that are essentials for the construction of 

our networks. 

 

Definition 1: Let (𝑋𝑖, 𝑌𝑖) and (𝑋𝑞 , 𝑌𝑞) be two elements 

of the input array (𝑋, 𝑌). The comparison function of 

(𝑋𝑖, 𝑌𝑖) and (𝑋𝑞, 𝑌𝑞) is defined as follows:  

for i<q:      𝑐𝑜𝑚𝑝 ((𝑋𝑖 , 𝑌𝑖), (𝑋𝑞 , 𝑌𝑞)) =

 {
1 𝑖𝑓 (𝑋𝑞 , 𝑌𝑞) ≥ (𝑋𝑖 , 𝑌𝑖)

0 𝑖𝑓 (𝑋𝑞 , 𝑌𝑞) < (𝑋𝑖 , 𝑌𝑖)
    (7)      

and 

for i>q       𝑐𝑜𝑚𝑝 ((𝑋𝑖 , 𝑌𝑖), (𝑋𝑞 , 𝑌𝑞)) =

 {
1 𝑖𝑓 (𝑋𝑞 , 𝑌𝑞) > (𝑋𝑖 , 𝑌𝑖)

0 𝑖𝑓 (𝑋𝑞 , 𝑌𝑞) ≤ (𝑋𝑖 , 𝑌𝑖)
    (8) 

       

Definition 2:Let (𝑋𝑞, 𝑌𝑞) be an element of the input 

array (𝑋, 𝑌). The order in the input array (𝑋, 𝑌) of 

(𝑋𝑞 , 𝑌𝑞) is defined as:  

𝑜𝑟𝑑 ((𝑋𝑞 , 𝑌𝑞), (𝑋, 𝑌)) = ∑ 𝑐𝑜𝑚𝑝 ((𝑋𝑖 , 𝑌𝑖), (𝑋𝑞 , 𝑌𝑞))𝑖<𝑞 +

∑ 𝑐𝑜𝑚𝑝 ((𝑋𝑖 , 𝑌𝑖), (𝑋𝑞 , 𝑌𝑞))𝑖>𝑞 + 1                             (9) 

 

Definition 3 :let (𝑋, 𝑌)(𝑘)denote the k-th largest 

element of the input array (𝑋, 𝑌).Let (𝑋𝑞, 𝑌𝑞) be an 

element of the input array (𝑋, 𝑌).Then : 

(𝑋𝑞, 𝑌𝑞) = (𝑋, 𝑌)(𝑘)  𝑖𝑓 𝑜𝑟𝑑 ((𝑋𝑞, 𝑌𝑞), (𝑋, 𝑌)) = 𝑘. 

 

Definition 4: Let (𝑋𝑖, 𝑌𝑖) and (𝑋𝑞, 𝑌𝑞) be two elemnts 

of the input array (𝑋, 𝑌).We say that (𝑋𝑞, 𝑌𝑞)> (𝑋𝑖 , 𝑌𝑖) 

if a nd only if : 

1) 𝑋𝑞> 𝑋𝑖  or 

2) 𝑋𝑞=𝑋𝑖  and 𝑌𝑞> 𝑌𝑖 

 

The network for computing the comparison function 

of (𝑋𝑖, 𝑌𝑖) and (𝑋𝑞, 𝑌𝑞) given by (7) and (8) is 

illustrated by the diagram depicted in fig.2.This 

network is denoted as CN(i,q) (comparison network 

of (𝑋𝑖, 𝑌𝑖) and (𝑋𝑞 , 𝑌𝑞)) 

 

 

 
Fig. 2:  Comparison network CN(i,q)  

 

C.Order and selection networks: 

 The function of the order network ON 

(Fig.3) is to compute the order in the input array 

(X,Y) of each element  (𝑋𝑞, 𝑌𝑞). ON consists of (N-1) 

comparison networks.  

 

(a) (b) 
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Fig. 3: Order network ON 

   Figure 4 illustrates the EN: equality network, which 

determines whether the order of an element is equal 

or not to a given number k (1 ≤ k ≤ N). The function 

computed by the equality network is defined as :       

𝑒𝑞 [𝑜𝑟𝑑 ((𝑋𝑖 , 𝑌𝑖), (𝑋𝑞 , 𝑌𝑞))] =  {
1 𝑖𝑓 𝑜𝑟𝑑 ((𝑋𝑖 , 𝑌𝑖), (𝑋𝑞 , 𝑌𝑞)) = 𝑘

0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 
Fig 4: Equality network EN 

 

 The DN: detection network is illustrated by 

Fig.5 .The function of DN is to detect and send to 

output the k-th largest element (𝑋, 𝑌)(𝑘) of an input 

array (X,Y) 

 
Fig 5: Detection network DN 

 

Figure 6 illustrates the selection network (SN), which 

selects among all elements of the input array (X,Y) 

that corresponding to an order k fixed, and transfers it 

to output. This network is composed of N equality 

networks (EN) and a detection network (DN).     

 
Fig 6: selection network SN 

 

Figure 7 illustrates MINNET , where the input 

determines which order statistic is to appear at the 

output. The network shown in Figure 7 consists of 

two types of neurons arranged in 11 layers.  

 
Fig. 7:MINNET 

 

To sort an array, a sorting network must give all 

order statistics of the array and arranging them either 

in ascending. An implementation of sorting network 

(SortNet) is shown in Fig.8. This sorting network is 

equivalent to N  MINNETs implemented in parallel. 

 
Fig. 8 : Sorting network SortNet 

 

For each vertex of the graph G, a sorting network 

SortNet sorts the edges adjacent to it in ascending 
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order. Recall that the vertices of G are numbered 

from 1 to N. Then, another MINNET selects the 

lowest edge and adds it to the final multicast tree.So, 

by repeting these steps, we will find the multicast 

tree. 

 

Conclusion 
In this paper, we saw a multicast routing algorithm 

and neural networks for this problem in fixed time. 

These neural networks are composed mainly of two 

kinds of neurons: linear and threshold neurons, which 

are easier to implement in a specialized hardware. 

These neural networks for the problem of multicast 

routing in multimedia, have a simple architecture, 

and require the implementation of a sorting network 

at each edge, sorting runs in a fixed time. The 

advantage of this implementation is that regardless of 

the network size, the sorting is done in parallel, and 

has a complexity of θ (1) for each edge. 
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